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Chapter 1

Introduction

Xen is an open-sourgeara-virtualizingvirtual machine monitor (VMM), or “hyper-
visor”, for the x86 processor architecture. Xen can securely dganuiltiple virtual
machines on a single physical system with close-to-native performamcefaXilitates
enterprise-grade functionality, including:

¢ Virtual machines with performance close to native hardware.

e Live migration of running virtual machines between physical hosts.

e Up to 32 virtual CPUs per guest virtual machine, with VCPU hotplug.
e X86/32, x86/32 with PAE, and x86/64 platform support.

e Intel Virtualization Technology (VT-x) for unmodified guest operatingteyns
(including Microsoft Windows).

e Excellent hardware support (supports almost all Linux device dsjver

1.1 Usage Scenarios

Usage scenarios for Xen include:

Server Consolidation. Move multiple servers onto a single physical host with perfor-
mance and fault isolation provided at the virtual machine boundaries.

Hardware Independence. Allow legacy applications and operating systems to ex-
ploit new hardware.

Multiple OS configurations. Run multiple operating systems simultaneously, for de-
velopment or testing purposes.

Kernel Development. Test and debug kernel modifications in a sand-boxed virtual
machine — no need for a separate test machine.

Cluster Computing. Management at VM granularity provides more flexibility than



separately managing each physical host, but better control and isolasion th
single-system image solutions, particularly by using live migration for load bal-
ancing.

Hardware support for custom OSes. Allow development of new OSes while bene-
fiting from the wide-ranging hardware support of existing OSes sudiinas.

1.2 Operating System Support

Para-virtualization permits very high performance virtualization, even cit@ctures
like x86 that are traditionally very hard to virtualize.

This approach requires operating systems t@deedto run on Xen. Porting an OS
to run on Xen is similar to supporting a new hardware platform, however theeps
is simplified because the para-virtual machine architecture is very similar tonthez-u
lying native hardware. Even though operating system kernels must iydigpport
Xen, a key feature is that user space applications and librdde®trequire modifi-
cation.

With hardware CPU virtualization as provided by Intel VT and AMD SVM teahn
ogy, the ability to run an unmodified guest OS kernel is available. No porfittgedDS
is required, although some additional driver support is necessary W#nntself. Un-
like traditional full virtualization hypervisors, which suffer a tremendoesfprmance
overhead, the combination of Xen and VT or Xen and Pacifica technotmgplement
one another to offer superb performance for para-virtualized gumstating systems
and full support for unmodified guests running natively on the prawessll support
for VT and Pacifica chipsets will appear in early 2006.

Paravirtualized Xen support is available for increasingly many operayistgss: cur-
rently, mature Linux support is available and included in the standard distnibu
Other OS ports—including NetBSD, FreeBSD and Solaris x86 v10—amgsasom-
pletion.

1.3 Hardware Support

Xen currently runs on the x86 architecture, requiring a “P6” or newecgssor (e.g.
Pentium Pro, Celeron, Pentium Il, Pentium Ill, Pentium IV, Xeon, AMD |ath
AMD Duron). Multiprocessor machines are supported, and there isostfmp Hyper-
Threading (SMT). In addition, ports to 1A64 and Power architecturesraprogress.

The default 32-bit Xen supports up to 4GB of memory. However Xen 3d8 adpport
for Intel's Physical Addressing Extensions (PAE), which enable xB&iachines to
address up to 64 GB of physical memory. Xen 3.0 also supports x86/6dmtatEuch



as Intel EM64T and AMD Opteron which can currently address up to 1ffghgsical
memory.

Xen offloads most of the hardware support issues to the guest Ofiguinrthe Do-

main O management virtual machine. Xen itself contains only the code required to
detect and start secondary processors, set up interrupt routidgpexform PCI bus
enumeration. Device drivers run within a privileged guest OS ratherwlityin Xen
itself. This approach provides compatibility with the majority of device hardwape
ported by Linux. The default XenLinux build contains support for mester-class
network and disk hardware, but you can add support for othemraadby configuring
your XenLinux kernel in the normal way.

1.4 Structure of a Xen-Based System

A Xen system has multiple layers, the lowest and most privileged of which iis Xe
itself.

Xen may host multipleguestoperating systems, each of which is executed within a
secure virtual machine. In Xen terminologydamain Domains are scheduled by
Xen to make effective use of the available physical CPUs. Each guest@&ges

its own applications. This management includes the responsibility of schedaoty
application within the time allotted to the VM by Xen.

The first domaindomain Q is created automatically when the system boots and has
special management privileges. Domain 0 builds other domains and manages th
virtual devices. It also performs administrative tasks such as susggrmésuming

and migrating other virtual machines.

Within domain 0, a process callegdndruns to manage the system. Xend is responsible
for managing virtual machines and providing access to their consoles. Quuisrase
issued to xend over an HTTP interface, via a command-line tool.

1.5 History

Xen was originally developed by the Systems Research Group at therkltyvef
Cambridge Computer Laboratory as part of the XenoServers projeadgtlby the
UK-EPSRC.

XenoServers aim to provide a “public infrastructure for global distridutemputing”.

Xen plays a key part in that, allowing one to efficiently partition a single machine to
enable multiple independent clients to run their operating systems and appkcation
in an environment. This environment provides protection, resource isolatid ac-
counting. The project web page contains further information along witht@airio
papers and technical reportgtp://www.cl.cam.ac.uk/xeno



Xen has grown into a fully-fledged project in its own right, enabling us todtigate
interesting research issues regarding the best techniques for virtgaksiources such
as the CPU, memory, disk and network. Project contributors now includ&xarce,
Intel, IBM, HP, AMD, Novell, RedHat.

Xen was first described in a paper presented at SOSP in'26@8 the first public
release (1.0) was made that October. Since then, Xen has significantlyethahd is
now used in production scenarios on many sites.

1.6 What's New

Xen 3.0.0 offers:
e Support for up to 32-way SMP guest operating systems

¢ Intel (Physical Addressing Extensions) PAE to support 32-bit semvéh more
than 4GB physical memory

e x86/64 support (Intel EM64T, AMD Opteron)

e Intel VT-x support to enable the running of unmodified guest operatistems
(Windows XP/2003, Legacy Linux)

e Enhanced control tools
e Improved ACPI support
e AGP/DRM graphics

Xen 3.0 features greatly enhanced hardware support, configuratialbility, usability
and a larger complement of supported operating systems. This latesertzkas Xen
a step closer to being the definitive open source solution for virtualization.

http://www.cl.cam.ac.uk/netos/papers/2003-xensosp.p df
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Chapter 2

Basic Installation

The Xen distribution includes three main components: Xen itself, ports of Lamax
NetBSD to run on Xen, and the userspace tools required to manage aaxed-ys-
tem. This chapter describes how to install the Xen 3.0 distribution from sodtee
ternatively, there may be pre-built packages available as part of ymrating system
distribution.

2.1 Prerequisites

The following is a full list of prerequisites. Items marked are required by the xend
control tools, and hence required if you want to run more than one vimaahine;
items markeds’ are only required if you wish to build from source.

e A working Linux distribution using the GRUB bootloader and running on a P6-

class or newer CPU.
1 Theiproute2 package.
t The Linux bridge-util$ (e.g.,/sbin/brctl )

t The Linux hotplug systef(e.g., /sbin/hotplug and related scripts). On
newer distributions, this is included alongside the Linux udev sy&tem

*

Build tools (gcc v3.2.x or v3.3.X, binutils, GNU make).

*

Development installation of zlib (e.qg., zlib-dev).

*

Development installation of Python v2.2 or later (e.g., python-dev).

*

IATEX and transfig are required to build the documentation.

! Available fromhttp://bridge.sourceforge.net
2pvailable fromhttp://linux-hotplug.sourceforge.net/
3Seehttp:/iwww.kernel.org/pub/linux/utils/kernel/hotplu g/udev.html/



Once you have satisfied these prerequisites, you can now install eitlivarg lor
source distribution of Xen.

2.2 Installing from Binary Tarball

Pre-built tarballs are available for download from the XenSource dadi@age:
http://www.xensource.com/downloads/
Once you've downloaded the tarball, simply unpack and install:

# tar zxvf xen-3.0-install.tgz
# cd xen-3.0-install
# sh .finstall.sh

Once you've installed the binaries you need to configure your systerasasiled in
Section 2.5.

2.3 Installing from RPMs

Pre-built RPMs are available for download from the XenSource dowidslpage:
http://www.xensource.com/downloads/

Once you've downloaded the RPMs, you typically install them via the RPM com-
mands:

# rpm -iv rpmname
See the instructions and the Release Notes for each RPM set refeaénced

http://www.xensource.com/downloads/

2.4 Installing from Source

This section describes how to obtain, build and install Xen from source.

2.4.1 Obtaining the Source

The Xen source tree is available as either a compressed source tardsth atone of
our master Mercurial repository.

Obtaining the Source Tarball
Stable versions and daily snapshots of the Xen source tree are avaitablthe
Xen download page:

http://www.xensource.com/downloads/



Obtaining the source via Mercurial
The source tree may also be obtained via the public Mercurial repository at:

http://xenbits.xensource.com
See the instructions and the Getting Started Guide referenced at:

http://www.xensource.com/downloads/

2.4.2 Building from Source

The top-level Xen Makefile includes a target “world” that will do the follogin
e Build Xen.
e Build the control tools, including xend.

e Download (if necessary) and unpack the Linux 2.6 source code,atot i for
use with Xen.

e Build a Linux kernel to use in domain 0 and a smaller unprivileged kernel,lwhic
can be used for unprivileged virtual machines.

After the build has completed you should have a top-level directory cdlid in

which all resulting targets will be placed. Of particular interest are the twolb{eix

kernel images, one with a “-xen0” extension which contains hardwareeldrivers
and drivers for Xen'’s virtual devices, and one with a “-xenU” extenghat just con-
tains the virtual ones. These are founddist/install/boot/ along with the
image for Xen itself and the configuration files used during the build.

To customize the set of kernels built you need to edit the top-level Makebiak for
the line:

KERNELS ?= linux-2.6-xen0 linux-2.6-xenU

You can edit this line to include any set of operating system kernels whigh dwn-
figurations in the top-leveduildconfigs/ directory.

2.4.3 Custom Kernels

If you wish to build a customized XenLinux kernel (e.g. to support additidesices
or enable distribution-required features), you can use the standaug tonfiguration
mechanisms, specifying that the architecture being built faens, e.g:

# cd linux-2.6.12-xen0

# make ARCH=xen xconfig
# cd .

# make

You can also copy an existing Linux configuratioeopfig ) into e.g.linux-2.6.12-xen0
and execute:



# make ARCH=xen oldconfig

You may be prompted with some Xen-specific options. We advise acceptingthe d
faults for these options.

Note that the only difference between the two types of Linux kernels tiedbailt is
the configuration file used for each. The “U” suffixed (unprivilegedjsions don’t
contain any of the physical hardware device drivers, leading to a 3fction in
size; hence you may prefer these for your non-privileged domains. “Thsuffixed
privileged versions can be used to boot the system, as well as in doveaids and
unprivileged domains.

2.4.4 Installing Generated Binaries

The files produced by the build process are stored undetisitnstall/ direc-
tory. To install them in their default locations, do:

# make install

Alternatively, users with special installation requirements may wish to install them
manually by copying the files to their appropriate destinations.

Thedist/install/boot directory will also contain the config files used for build-
ing the XenLinux kernels, and also versions of Xen and XenLinux kethat contain
debug symbols such agefi-syms-3.0.0  andvmlinux-syms-2.6.12.6-xen0 )
which are essential for interpreting crash dumps. Retain these files asvélegers
may wish to see them if you post on the mailing list.

2.5 Configuration

Once you have built and installed the Xen distribution, it is simple to prepare the
machine for booting and running Xen.

2.5.1 GRUB Configuration

An entry should be added tpub.conf  (often found undetboot/  or/boot/grub/ )
to allow Xen / XenLinux to boot. This file is sometimes calladnu.Ist , depending
on your distribution. The entry should look something like the following:

titte Xen 3.0 / XenLinux 2.6

kernel /boot/xen-3.0.gz dom0_mem=262144
module /boot/vmlinuz-2.6-xen0 root=/dev/sda4 ro console =tty0

The kernel line tells GRUB where to find Xen itself and what boot parametersid
be passed to it (in this case, setting the domain 0 memory allocation in kilobytes and
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the settings for the serial port). For more details on the various Xen boatngders
see Section 11.3.

The module line of the configuration describes the location of the XenLintmnekthat
Xen should start and the parameters that should be passed to it. Thesaratard
Linux parameters, identifying the root device and specifying it be initially ntedin
read only and instructing that console output be sent to the screen. Sstnitutions
such as SuUSE do not require ttoe parameter.

To use an initrd, add anothetodule line to the configuration, like:

module /boot/my_initrd.gz

When installing a new kernel, it is recommended that you do not delete existimg me
options frommenu.Ist , as you may wish to boot your old Linux kernel in future,
particularly if you have problems.

2.5.2 Serial Console (optional)

Serial console access allows you to manage, monitor, and interact withsysiem
over a serial console. This can allow access from another nearlsnsysa a null-
modem (“LapLink”) cable or remotely via a serial concentrator.

You system’s BIOS, bootloader (GRUB), Xen, Linux, and login accesst mach be
individually configured for serial console access. Inis strictly necessary to have
each component fully functional, but it can be quite useful.

For general information on serial console configuration under Linefertto the “Re-
mote Serial Console HOWTO" at The Linux Documentation Projettp://www.
tidp.org

Serial Console BIOS configuration

Enabling system serial console output neither enables nor disablelscagradilities

in GRUB, Xen, or Linux, but may make remote management of your system more
convenient by displaying POST and other boot messages over seatiahgaallowing
remote BIOS configuration.

Refer to your hardware vendor's documentation for capabilities anckpiiores to en-
able BIOS serial redirection.

Serial Console GRUB configuration

Enabling GRUB serial console output neither enables nor disables Xanwot serial
capabilities, but may made remote management of your system more convanient
displaying GRUB prompts, menus, and actions over serial port and alla@mgte
GRUB management.
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Adding the following two lines to your GRUB configuration file, typically either
/boot/grub/menu.|st or /boot/grub/grub.conf depending on your distro,
will enable GRUB serial output.
serial --unit=0 --speed=115200 --word=8 --parity=no --st op=1
terminal --timeout=10 serial console
Note that when both the serial port and the local monitor and keyboardrataed,
the text ‘Press any key to continliwill appear at both. Pressing a key on one device
will cause GRUB to display to that device. The other device will see no oulpuob.
key is pressed before the timeout period expires, the system will boot tieflaailt
GRUB boot entry.

Please refer to the GRUB documentation for further information.

Serial Console Xen configuration

Enabling Xen serial console output neither enables nor disables Limaelkaeutput
or logging in to Linux over serial port. It does however allow you to monitad &g
the Xen boot process via serial console and can be very useful ugdaty.

In order to configure Xen serial console output, it is necessary to &ddeoption to
your GRUB config; e.g. replace the previous example kernel line with:

kernel /boot/xen.gz dom0_mem=131072 com1=115200,8n1
This configures Xen to output on COM1 at 115,200 baud, 8 data bits, ity pad

1 stop bit. Modify these parameters for your environment. See Section dlehf
explanation of all boot parameters.

One can also configure XenLinux to share the serial console; to acthisvappend
“console=ttySO " to your module line.

Serial Console Linux configuration

Enabling Linux serial console output at boot neither enables nor disaigging in to
Linux over serial port. It does however allow you to monitor and log the kibaot
process via serial console and can be very useful in debugging.

To enable Linux output at boot time, add the parametesole=ttySO  (or ttyS1,
ttyS2, etc.) to your kernel GRUB line. Under Xen, this might be:

module /vmlinuz-2.6-xen0 ro root=/dev/VolGroup00/LogVo 100 \
console=ttyS0, 115200

to enable output over ttyS0 at 115200 baud.
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Serial Console Login configuration
Logging in to Linux via serial console, under Xen or otherwise, requpexifying a

login prompt be started on the serial port. To permit root logins over seoiasole,
the serial port must be added/tac/securetty
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To automatically start a login prompt over the serial port, add the line:
c:2345:respawn:/shin/mingetty ttySO

to /etc/inittab . Runinit q to force a reload of your inttab and start getty.

To enable root logins, adtyS0 to /etc/securetty if not already present.

Your distribution may use an alternate getty; options include getty, mgetty arig.age
Consult your distribution’s documentation for further information.

2.5.3 TLS Libraries

Users of the XenLinux 2.6 kernel should disable Thread Local Stofag8) (e.g.

by doing amv /lib/tls /lib/tls.disabled ) before attempting to boot a Xen-
Linux kernef. You can always reenable TLS by restoring the directory to its original
location (i.e.mv /lib/tls.disabled /lib/tls ).

The reason for this is that the current TLS implementation uses segmentatiorain a
that is not permissible under Xen. If TLS is not disabled, an emulation modset$ u
within Xen which reduces performance substantially. To ensure fulbpadnce you
should install a ‘Xen-friendly’ (nosegneg) version of the library.

2.6 Booting Xen

It should now be possible to restart the system and use Xen. Reboohaaskcthe
new Xen option when the Grub screen appears.

What follows should look much like a conventional Linux boot. The firsttiporof
the output comes from Xen itself, supplying low level information about itgedfthe
underlying hardware. The last portion of the output comes from Xendinu

You may see some error messages during the XenLinux boot. Thesetareoss-
sarily anything to worry about—they may result from kernel configuratifie@nces
between your XenLinux kernel and the one you usually use.

When the boot completes, you should be able to log into your system as lisual.
are unable to log in, you should still be able to reboot with your normal Lireméd
by selecting it at the GRUB prompt.

“If you boot without first disabling TLS, you will get a warning messageiry the boot process.
In this case, simply perform the rename after the machine is up and théabin/ldconfig to
make it take effect.
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Chapter 3

Booting a Xen System

Booting the system into Xen will bring you up into the privileged management adioma
Domain0. At that point you are ready to create guest domains and “bamti tising
thexm create command.

3.1 Booting Domain0

After installation and configuration is complete, reboot the system and aubetihe
new Xen option when the Grub screen appears.

What follows should look much like a conventional Linux boot. The firstipaorof
the output comes from Xen itself, supplying low level information about itgadfthe
underlying hardware. The last portion of the output comes from Xerd.inu

When the boot completes, you should be able to log into your system as lisumal.
are unable to log in, you should still be able to reboot with your normal Lirendd
by selecting it at the GRUB prompt.

The first step in creating a new domain is to prepare a root filesystem fobidt
Typically, this might be stored in a normal partition, an LVM or other volume manag
partition, a disk file or on an NFS server. A simple way to do this is simply to boot
from your standard OS install CD and install the distribution into another partitio
your hard drive.

To start the xend control daemon, type
# xend start

If you wish the daemon to start automatically, see the instructions in Sectiondcg. O
the daemon is running, you can use #netool to monitor and maintain the domains
running on your system. This chapter provides only a brief tutorial. Weigeofull
details of thexmtool in the next chapter.
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3.2 Booting Guest Domains

3.2.1 Creating a Domain Configuration File

Before you can start an additional domain, you must create a configufdéo We
provide two example files which you can use as a starting point:

e /etc/xen/xmexamplel is a simple template configuration file for describing
a single VM.

e /etc/xen/xmexample2 file is a template description that is intended to be
reused for multiple virtual machines. Setting the value ofviné variable on
thexm command line fills in parts of this template.

There are also a number of other examples which you may find useful. @oppf
these files and edit it as appropriate. Typical values you may wish to ellitlierc

kernel Set this to the path of the kernel you compiled for use with Xen
(e.g.kernel = “/boot/vmlinuz-2.6-xenU” )

memory Set this to the size of the domain’s memory in megabytes (e.g.
memory = 64)

disk Set the first entry in this list to calculate the offset of the domain’s
root partition, based on the domain ID. Set the second to the lo-
cation of/usr if you are sharing it between domains (edigk =
[phy:your  _hard _drive%d,sdal,w’ % (base _partition _number
+ vmid), 'phy:your _usr _partition,sda6,r’ ]

dhcp Uncomment the dhcp variable, so that the domain will receive its
IP address from a DHCP server (edycp=“dhcp” )

You may also want to edit thef variable in order to choose the MAC address of the
virtual ethernet interface yourself. For example:

vif = ['mac=00:16:3E:F6:BB:B3’]
If you do not set this variable, xend will automatically generate a randonCN4-
dress from the range 00:16:3E:xx:xx:xx, assigned by IEEE to Xen®asa@n OUI

(organizationally unigue identifier). XenSource Inc. gives permissiwrafyone to
use addresses randomly allocated from this range for use by their Xeaids

For alist of IEEE OUI assignments, seitp://standards.ieee.org/regauth/
oui/oui.txt

3.2.2 Booting the Guest Domain

Thexmtool provides a variety of commands for managing domains. Usertage
command to start new domains. Assuming you've created a configuratiatyfiteconf
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based aroundktc/xen/xmexample2 , to start a domain with virtual machine ID 1
you should type:

# xm create -c myvmconf vmid=1

The-c switch causesmto turn into the domain’s console after creation. Thed=1
sets thevmid variable used in thewyvmconf file.

You should see the console boot messages from the new domain appeattiey
terminal in which you typed the command, culminating in a login prompt.

3.3 Starting / Stopping Domains Automatically

Itis possible to have certain domains start automatically at boot time and to b d
wait for all running domains to shutdown before it shuts down the system.

To specify a domain is to start at boot-time, place its configuration file (or a liit to
under/etc/xen/auto/

A Sys-V style init script for Red Hat and LSB-compliant systems is provetediwill
be automatically copied t&tc/init.d/ during install. You can then enable it in
the appropriate way for your distribution.

For instance, on Red Hat:
# chkconfig --add xendomains
By default, this will start the boot-time domains in runlevels 3, 4 and 5.
You can also use theervice command to run this script manually, e.g:
# service xendomains start
Starts all the domains with config files under /etc/xen/auto/.
# service xendomains stop

Shuts down all running Xen domains.
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Chapter 4

Domain Management Tools

This chapter summarizes the management software and tools available.

4.1 Xend

The Xend node control daemon performs system management functiatedréo
virtual machines. It forms a central point of control of virtualized reses, and must
be running in order to start and manage virtual machines. Xend must besrcoot
because it needs access to privileged system management functions.

An initialization script namedetc/init.d/xend is provided to start Xend at boot
time. Use the tool appropriate (i.e. chkconfig) for your Linux distributionpgecsfy
the runlevels at which this script should be executed, or manually createodig links
in the correct runlevel directories.

Xend can be started on the command line as well, and supports the followin§ set
parameters:

# xend start start xend, if not already running

# xend stop stop xend if already running

# xend restart restart xend if running, otherwise start it
# xend status indicates xend status by its return code

A SysV init script calledkend is provided to start xend at boot timeake install
installs this script in‘etc/init.d . To enable it, you have to make symbolic links
in the appropriate runlevel directories or use tiékconfig  tool, where available.
Once xend is running, administration can be done usingnhtol.

21



4.1.1 Logging

As xend runs, events will be logged tear/log/xen/xend.log and (less fre-
qguently) to/var/log/xen/xend-debug.log . These, along with the standard sys-
log files, are useful when troubleshooting problems.

4.1.2 Configuring Xend

Xend is written in Python. At startup, it reads its configuration informatiommfro
the file /etc/xen/xend-config.sxp . The Xen installation places an example
xend-config.sxp filein the/etc/xen  subdirectory which should work for most
installations.

See the example configuration fkend-debug.sxp  and the section 5 man page
xend-config.sxp for a full list of parameters and more detailed information.
Some of the most important parameters are discussed below.

An HTTP interface and a Unix domain socket API are available to communidtie w
Xend. This allows remote users to pass commands to the daemon. By defaudt, Xe
does not start an HTTP server. It does start a Unix domain socketgearemt server,

as the low level utilityxm requires it. For support of cross-machine migration, Xend
can start a relocation server. This support is not enabled by defagkeEurity reasons.

Note: the examplgend configuration file modifies the defaults and starts up Xend as
an HTTP server as well as a relocation server.

From the file:

#(xend-http-server no)
(xend-http-server yes)
#(xend-unix-server yes)
#(xend-relocation-server no)
(xend-relocation-server yes)

Comment or uncomment lines in that file to disable or enable features thatguaivere

Connections from remote hosts are disabled by default:

# Address xend should listen on for HTTP connections, if xend -http-server is
# set.

# Specifying ’localhost’ prevents remote connections.

# Specifying the empty string " (the default) allows all con nections.

#(xend-address )
(xend-address localhost)

Itis recommended that if migration support is not neededxémel-relocation-server
parameter value be changed tw” or commented out.
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4.2 Xm

The xm tool is the primary tool for managing Xen from the console. The géne
format of an xm command line is:

# xm command [switches] [arguments] [variables]

The availableswitchesand argumentsare dependent on theommandchosen. The
variablesmay be set using declarations of the fowariable=value and com-
mand line declarations override any of the values in the configuration file lsied,
including the standard variables described above and any customlgar{@x in-

stance, thamdefconfig file uses asrmid variable).

For online help for the commands available, type:
# xm help

This will list the most commonly used commands. The full list can be obtained using
xm help --long . Youcanalsotypem help <command> for more information
on a given command.

4.2.1 Basic Management Commands

One useful command # xm list which lists all domains running in rows of the
following format:

name domid memory vcpus state cputime
The meaning of each field is as follows:
name The descriptive name of the virtual machine.
domid The number of the domain ID this virtual machine is running in.
memory Memory size in megabytes.
vcpus The number of virtual CPUs this domain has.
state Domain state consists of 5 fields:
r running
b blocked
p paused
s shutdown
c crashed
cputime How much CPU time (in seconds) the domain has used so far.

Thexm list command also supports a long output format when-theswitch is
used. This outputs the full details of the running domains in xend’s SXPguoation
format.
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If you want to know how long your domains have been running for, tt@ngan use
the# xm uptime command.

You can get access to the console of a particular domain using tkea console
command (e.g¥¢ xm console myVM).

4.2.2 Domain Scheduling Management Commands

The credit CPU scheduler automatically load balances guest VCPUs adresail-
able physical CPUs on an SMP host. The user need not manually pin VR
balance the system. However, she can restrict which CPUs a particuRlt Vitay run
on using thexm vcpu-pin - command.

Each guest domain is assignedeight and acap .

A domain with a weight of 512 will get twice as much CPU as a domain with a weight
of 256 on a contended host. Legal weights range from 1 to 65535 ardakthalt is
256.

The cap optionally fixes the maximum amount of CPU a guest will be able to ownsu
even if the host system has idle CPU cycles. The cap is expressed ém{zaye of one
physical CPU: 100 is 1 physical CPU, 50 is half a CPU, 400 is 4 CPUs, é&tae.
default, 0, means there is no upper cap.

When you are running with the credit scheduler, you can check and ynyalifr do-
mains’ weights and caps using tk@ sched-credit ~command:

xm sched-credit -d <domain> lists weight and cap
xm sched-credit -d <domain> -w <weight> sets the weight
xm sched-credit -d <domain> -c <cap> sets the cap
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Chapter 5

Domain Configuration

The following contains the syntax of the domain configuration files and igkiser of
how to further specify networking, driver domain and general sclieglbehavior.

5.1 Configuration Files

Xen configuration files contain the following standard variables. Unlessrotke
stated, configuration items should be enclosed in quotes: see the caidigs@ipts
in /etc/xen/  for concrete examples.

kernel Path to the kernel image.

ramdisk Path to a ramdisk image (optional).

memory Memory size in megabytes.

vcpus The number of virtual CPUSs.

console Port to export the domain console on (default 9600 + domain ID).

vif Network interface configuration. This may simply contain an empty string for
each desired interface, or may override various settings, e.qg.

vif = [ 'mac=00:16:3E:00:00:11, bridge=xen-br0’,
'bridge=xen-brl’ ]

to assign a MAC address and bridge to the first interface and assigreeediff
bridge to the second interface, leaving xend to choose the MAC addréss.
settings that may be overridden in this way are type, mac, bridge, ip, script,
backend, and vifname.

disk Listof block devices to export to the domain edisk = [ 'phy:hdal,sdal,r ]
exports physical devic&lev/ihdal to the domain agdev/sdal with read-
only access. Exporting a disk read-write which is currently mounted is dange
ous — if you arecertainyou wish to do this, you can specify as the mode.
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dhcp Setto'dhcp’ if you want to use DHCP to configure networking.
netmask Manually configured IP netmask.

gateway Manually configured IP gateway.

hostname Set the hostname for the virtual machine.

root Specify the root device parameter on the kernel command line.
nfs_server IP address for the NFS server (if any).

nfs_root Path of the root filesystem on the NFS server (if any).

extra Extra string to append to the kernel command line (if any)

Additional fields are documented in the example configuration files (e.g. figooa
virtual TPM functionality).

For additional flexibility, it is also possible to include Python scripting commands in
configuration files. An example of this is tlxenexample2 file, which uses Python
code to handle themid variable.

5.2 Network Configuration

For many users, the default installation should work “out of the box”. évimympli-
cated network setups, for instance with multiple Ethernet interfaces anxiating
bridging setups will require some special configuration.

The purpose of this section is to describe the mechanisms provided by xatholi@
flexible configuration for Xen'’s virtual networking.

5.2.1 Xen virtual network topology

Each domain network interface is connected to a virtual network interfacerim)
by a point to point link (effectively a “virtual crossover cable”). Thedevices are
namedvif <domid >. <vifid > (e.g.vif1.0  for the first interface in domain 1,
vif3.1  for the second interface in domain 3).

Traffic on these virtual interfaces is handled in domain 0 using standatck lnvech-
anisms for bridging, routing, rate limiting, etc. Xend calls on two shell scriptsete p
form initial configuration of the network and configuration of new virtuaknfaces.
By default, these scripts configure a single bridge for all the virtual iatex$. Arbi-
trary routing / bridging configurations can be configured by customiziagthipts, as
described in the following section.
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5.2.2 Xen networking scripts

Xen's virtual networking is configured by two shell scripts (by defaattvork-bridge
andvif-bridge ). These are called automatically by xend when certain events occur,
with arguments to the scripts providing further contextual information. Thespts

are found by default ifietc/xen/scripts . The names and locations of the scripts
can be configured iretc/xen/xend-config.sxp

network-bridge: This script is called whenever xend is started or stopped to respec-
tively initialize or tear down the Xen virtual network. In the default confagur
tion initialization creates the bridge ‘xen-brQ’ and moves eth0 onto that hridge
modifying the routing accordingly. When xend exits, it deletes the Xen bridge
and removes ethO, restoring the normal IP and routing configuration.

vif-bridge: This script is called for every domain virtual interface and can configure
firewalling rules and add the vif to the appropriate bridge. By default, thils ad
and removes VIFs on the default Xen bridge.

Other example scripts are availabhetwork-route  andvif-route  , network-nat
andvif-nat ). For more complex network setups (e.g. where routing is required or
integrate with existing bridges) these scripts may be replaced with customidedtsa

for your site’s preferred configuration.

5.3 Driver Domain Configuration

5.3.1 PCI

Individual PCI devices can be assigned to a given domain (a PClrdfamain) to
allow that domain direct access to the PCI hardware.

While PCI Driver Domains can increase the stability and security of a sysyead-b
dressing a number of security concerns, there are some security ibatie=mmain that
you can read about in Section 9.2.

Compile-Time Setup

To use this functionality, ensure that the PCI Backend is compiled in to a gedle
domain (e.g. domain 0) and that the domains which will be assigned PCI deaces
the PCI Frontend compiled in. In XenLinux, the PCI Backend is availableuti
Xen configuration section while the PCI Frontend is under the architespeeific
"Bus Options” section. You may compile both the backend and the frontendhato
same kernel; they will not affect each other.
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PCI Backend Configuration - Binding at Boot

The PCI devices you wish to assign to unprivileged domains must be "Hidiaen
your backend domain (usually domain 0) so that it does not load a davdrém. Use
the pciback.hide kernel parameter which is specified on the kernel command-line
and is configurable through GRUB (see Section 2.5). Note that devieasareally
hidden from the backend domain. The PCI Backend appears to the Lamogllas a
regular PCI device driver. The PCI Backend ensures that no othécaldriver loads
for the devices by binding itself as the device driver for those devicgsdBvices are
identified by hexadecimal slot/function numbers (on Linux, lspei to determine
slot/function numbers of your devices) and can be specified with or wittheuP Cl
domain:
(bus: sl ot. func) example(02:1d.3)
(domai n: bus: sl ot. func) example0000:02:1d.3)

An example kernel command-line which hides two PCI devices might be:
root=/dev/sdad4 ro console=tty0 pciback.hide=(02:01.f)( 0000:04:1d.0)

PCI Backend Configuration - Late Binding

PCI devices can also be bound to the PCI Backend after boot throughaheal
binding/unbinding facilities provided by the Linux kernel in sysfs (allowirg &
Xen user to give PCI devices to driver domains that were not specifigdekernel
command-line). There are several attributes with the PCI Backend's dirsictory
(/sys/busl/pci/drivers/pciback ) that can be used to bind/unbind devices:

slots lists all of the PCI slots that the PCI Backend will try to seize (or "hide” from
Domain 0). A PCI slot must appear in this list before it can be bound to the PCI
Backend through theind attribute.

new_slot write the name of a slot here (in 0000:00:00.0 format) to have the PCI Back-
end seize the device in this slot.

remove.slot write the name of a slot here (same formaha&_slot ) to have the PCI
Backend no longer try to seize devices in this slot. Note that this does nioiclinb
the driver from a device it has already seized.

bind write the name of a slot here (in 0000:00:00.0 format) to have the Linux kernel
attempt to bind the device in that slot to the PCI Backend driver.

unbind write the name of a skit here (same formabasl ) to have the Linux kernel
unbind the device from the PCI Backend. DO NOT unbind a device while it is
currently given to a PCI driver domain!

Some examples:
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Bind a device to the PCI Backend which is not bound to any other driver.

# # Add a new slot to the PCI Backend’s list

# echo -n 0000:01:04.d > /sys/bus/pci/drivers/pciback/ne w_slot
# # Now that the backend is watching for the slot, bind to it
# echo -n 0000:01:04.d > /sys/bus/pci/drivers/pciback/bi nd

Unbind a device from its driver and bind to the PCI Backend.

# # Unbind a PCI network card from its network driver

# echo -n 0000:05:02.0 > /sys/bus/pci/drivers/3c905/unbi nd

# # And now bind it to the PCI Backend

# echo -n 0000:05:02.0 > /sys/bus/pci/drivers/pciback/ne w_slot
# echo -n 0000:05:02.0 > /sys/bus/pci/drivers/pciback/bi nd

Note that the "-n” option in the example is important as it causes echo to naitautp
new-line.

PCI Backend Configuration - User-space Quirks

Quirky devices (such as the Broadcom Tigon 3) may need write accessitadm-

figuration space registers. Xen can be instructed to allow specified RiCedenrite

access to specific configuration space registers. The policy may be ifimun
letc/xen/xend-pci-quirks.sxp

The policy file is heavily commented and is intended to provide enough docutioenta
for developers to extend it.

PCI Backend Configuration - Permissive Flag

If the user-space quirks approach doesn't meet your needs youmawatyto enable

the permissive flag for that device. To do so, first get the PCI domas),dbot, and

function information from domoO vigspci . Then augment the user-space policy for

permissive devices. The permissive policy can be found in:
letc/xen/xend-pci-permissive.sxp

Currently, the only way to reset the permissive flag is to unbind the device fhe
PCI Backend driver.

PCI Backend - Checking Status

There two important sysfs nodes that provide a mechanism to view spexifipsirks
and permissive devices:

/sys/bus/drivers/pciback/permissive
Usecat on this file to view a list of permissive slots.
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[/sys/bus/drivers/pciback/quirks
Usecat on this file view a hierarchical view of devices bound to the PCI back-
end, their PCI vendor/device ID, and any quirks that are associatedthéth
particular slot.

You may notice that every device bound to the PCI backend has 17 qterkdasd
"quirks” regardless okend-pci-quirks.sxp . These default entries are necessary
to support interactions between the PCI bus manager and the devicetoatrigven
non-quirky devices should have these standard entries.

In this case, preference was given to accuracy over aestheticobgiol to show the
standard quirks in the quirks list rather than hide them from the inquiring use

PCI Frontend Configuration

To configure a domU to receive a PCI devic