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1 Introduction

This document describes how to configure PVFS for high availability usiegrtdeat version 2.x from
www.linux-ha.org.

The combination of PVFS and Heartbeat can support an arbitrary nuoshhetive server nodes and an
arbitrary number of passive spare nodes. Spare nodes are nivetegnless you wish to avoid performance
degradation upon failure. As configured in this document, PVFS will betalitderate| ((N/2) — 1) | node
failures, where N is the number of nodes present in the Heartbeat dludteting spares. Over half of the
nodes must be available in order to reach a quorum and decide if anotdeehas failed.

Heartbeat can be configured to monitor IP connectivity, storage haedwanectivity, and responsive-
ness of the PVFS daemons. Failure of any of these components will triguedealevel failover event.
PVFS clients will transparently continue operation following a failover.

No modifications of PVFS are required. Example scripts referenced in dlisngent are available in
theexanpl es/ heart beat directory of the PVFS source tree.

2 Requirements

2.1 Hardware
2.1.1 Nodes

Any number of nodes may be configured, although you need at leastttiie¢ in order to tolerate a failure.
You may also use any number of spare nodes. A spare node is a nodedbatot run any services until a
failover occurs. If you have one or more spares, then they will betegldicst to run resources in a failover
situation. If you have no spares (or all spares are exhausted), thesstone node will have to run two
services simultaneously, which may degrade performance.

The examples in this document will use 4 active nodes and 1 spare nodeofal of 5 nodes. Heartbeat
has been tested with up to 16 nodes in configurations similar to the one outlinésl dotument.

2.1.2 Storage

A shared storage device is required. The storage must be configuaiddate a separate block device to
each PVFS daemon, and all nodes (including spares) must be capablzessing all block devices.

One way of achieving this is by using a SAN. In the examples used in this dotutine SAN has been
divided into 4 LUNs. Each of the 5 nodes in the cluster is capable of mountidd &INs. The Heartbeat
software will insure that a given LUN is mounted in only one location at a time.

Each block device should be formatted with a local file system. This docursentres the use of
ext3. Unique labels should be set on each file system (for example, using. trgument tarke2f s or
t une2f s). This will allow the block devices to be mounted by consistent labels regardiehow Linux
assigned device file names to the devices.

2.1.3 Stonith

Heartbeat needs some mechanism to fence or stonith a failed node. Tulapepys to do this are either
to use IPMI or a network controllable power strip. Each node needs ®davwechanism available to reset
any other node in the cluster. The example configuration in this documentRigk.

It is possible to configure PVFS and Heartbeat without a power corgxkate. However, if you deploy
this configuration for any purpose other than evaluation, then you renysserious risk of data corruption.
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Without stonith, there is no way to guarantee that a failed node has complbtejown and stopped
accessing its storage device before failing over.

2.2 Software

This document assumes that you are using Heartbeat version 2.1.3yBB8dvErsion 2.7.x or greater. You
may also wish to use example scripts included in ¢x@npl es/ heart beat directory of the PVFS
source tree.

2.3 Network

There are two special issues regarding the network configuration tedolewith Heartbeat. First of all, you
must allocate a multicast address to use for communication within the cluster nodes

Secondly, you need to allocate an extra IP address and hostnametfé\&as daemon. In the example
that this document uses, we must allocate 4 extra IP addresses, alonghweistndmes in DNS for those
IP addresses. In this document, we will refer to these as “virtual asiEsésr “virtual hostnames”. Each
active PVFS server will be configured to automatically bring up one of thizgeal addresses to use for
communication. If the node fails, then that IP address is migrated to anotthesodhat clients will appear
to communicate with the same server regardless of where it fails over to. It istamp that younot use the
primary IP address of each node for this purpose.

In the example in this document, we use 225.0.0.1 as the multicast addres§l8ddes the normal
node hostnames, virtudl-4} as the virtual hostnames, and 192.168164} as the virtual addresses.

Note that the virtual addresses must be on the same subnet as the trded$sad for the nodes.

3 Configuring PVFS

Download, build, and install PVFS on all server nodes. Configure PidFSse on each of the active nodes.
There are a few points to consider when configuring PVFS:

e Use the virtual hostnames when specifying meta servers and 1/O servers
e Synchronize file data on every operation (hecessary for consisbenfeyiover)

e Synchronize meta data on every operation (necessary for consistani@over). Coalescing is
allowed.

e Use theTCPBi ndSpeci fi ¢ option (this allows multiple daemons to run on the same node using
different virtual addresses)

e Tune retry and timeout values appropriately for your system. This mayndeme how long it takes
for your power control device to safely shutdown a node.

An example PVFS configuration is shown below including the sections rdlaviteartbeat:

<Def aul t s>

Server JobBM Ti neout Secs 30
Ser ver JobFl owTi neout Secs 30
Cl i ent JobBM Ti neout Secs 30



d i ent JobFl owTi meout Secs 30
ClientRetryLimt 5
ClientRetryDelayM I 1i Secs 33000
TCPBi ndSpeci fic yes

</ Def aul t s>

<Al i ases>
Alias virtuall tcp3334 tcp://virtual 1: 3334
Alias virtual 2_tcp3334 tcp://virtual 2: 3334
Alias virtual 3 _tcp3334 tcp://virtual 3: 3334
Alias virtual 4 _tcp3334 tcp://virtual 4: 3334
</Aliases>

<Fi | esystenr

<Met aHandl eRanges>
Range virtual 1_t cp3334 4-536870914
Range virtual 2_tcp3334 536870915-1073741825
Range virtual 3_tcp3334 1073741826- 1610612736
Range virtual 4_tcp3334 1610612737-2147483647
</ Met aHandl eRanges>
<Dat aHandl eRanges>
Range virtual 1_tcp3334 2147483648- 2684354558
Range virtual 2_tcp3334 2684354559- 3221225469
Range virtual 3_tcp3334 3221225470- 3758096380
Range virtual 4_tcp3334 3758096381- 4294967291
</ Dat aHandl eRanges>
<St or ageHi nt s>
TroveSyncMet a yes
TroveSyncDat a yes
</ St orageH nt s>

Download, build, and install Heartbeat following the instructions on their siteb No special parame-
ters or options are required. Do not start the Heartbeat service.

4 Configuring storage

Make sure that there is a block device allocated for each active serthe file system. Format each one
with ext3. Do not create a PVFS storage space yet, but you can créaiecstiories within each file system
if you wish.

Confirm that each block device can be mounted from every node usifiigetbgstem label. Do this one
node at a time. Never mount the same block device concurrently on two.nodes



5 Configuring stonith

Make sure that your stonith device is accessible and responding frdmmede in the cluster. For the IPMI
stonith example used in this document, this means confirming e t ool is capable of monitoring
each node. Each node will have its own IPMI IP address, usernamh@aasword.

$ ipmitool -1 lan -U Adm nistrator -P password -H 192.168.0. 10 power status
Chassi s Power is on

6 Distributing Heartbeat scripts
The PVFS2 resource script must be installed and set as runnablergrckister node as follows:

$ nkdir -p /usr/lib/locf/resource.d
$ cp exanpl es/ heartbeat/PVFS2 /usr/lib/ocf/resource. d/ external/
$ chrmod a+x /usr/lib/ocf/resource. d/ external /PVFS2

7 Base Heartbeat configuration

This section describes how to configure the basic Heartbeat daemongtars, which include an authenti-
cation key and a list of nodes that will participate in the cluster.

Begin by generating a random shal key, which is used to secure comtiumisatween the cluster
nodes. Then run the pvfs2-ha-heartbeat-configure.sh scriptesy rode (both active and spare) as shown
below. Make sure to use the multicast address, shal key, and list of (indeiding spares) appropriate for
your environment.

$ dd if=/dev/urandom count=4 2>/dev/null | openssl dgst -shal
dcdebc13c41977eac8cca0023266a8b16d234262

$ exanpl es/ heart beat/ pvfs2-ha-heartbeat-configure.sh /etc/ha.d 225.0.0.1 \
dcdebc13c41977eac8cca0023266a8b16d234262 \
nodel node2 node3 node4 node5

You can view the configuration file that this generates in /etc/ha.d/ha.cf. Amehe ha.cf file (with
comments) is provided with the Heartbeat package if you wish to investigatddhadd or change any
settings.

8 CIB configuration

Cluster Information Base (CIB)is the the mechanism that Heartbeat 2.x uses to store information
about the resources that are configured for high availability. Thegumafiion is stored in an XML format
and automatically synchronized across all of the cluster nodes.

It is possible to start the Heartbeat services and then configure thé@iB,jis simpler to begin with a
populated XML file on all nodes.

ci b. xm . exanpl e provides an example of a fully populated Heartbeat configuration with 8sod
and 4 active PVFS servers. Relevant portions of the XML file are outliaiv.



This file should be modified to reflect your configuration. You can testalidity of the XML with the
following commands before installing it. The former checks generic XML symaiile the latter performs
Heartbeat specific checking:

$ xnmlint --noout cib.xmn
$ crmverify -x cib.xn

Once your XML is filled in correctly, it must be copied into the correct locatimith correct ownership)
on each node in the cluster:

$ nkdir -p /var/lib/heartbeat/crm
$ cp cib.xm /var/lib/heartbeat/crm
$ chown -R hacluster:haclient /var/lib/heartbeat/crm

Please note that once Heartbeat has been started, it is no longer legalitp citoxml by hand. See
theci badm n command line tool and Heartbeat information on making modifications to existindineon
CIB configurations.

8.1 crm_config

Thecr mconf i g portion of the CIB is used to set global parameters for Heartbeat. Thigeslehav-
ioral settings (such as how to respond if quorum is lost) as well as tunabdenpters (such as timeout
values).

The options selected in this section should work well as a starting point, butnay refer to the
Heartbeat documentation for more details.

8.2 nodes

Thenodes section is empty on purpose. This will be filled in dynamically by the Heartbesahdas.

8.3 resources and groups

Ther esour ces section describes all resources that the Heartbeat software needsdgenfar failover
purposes. This includes IP addresses, SAN mount pointspahd2- ser ver processes. The resources
are organized into groups, suchssesr ver 0, to indicate that certain groups of resources should be treated
as a single unit. For example, if a node were to fail, you cannot just migrgie its2- ser ver process.
You must also migrate the associated IP address and SAN mount point atitbdime. Groups also make
it easier to start or stop all associated resources for a node with oneductfinmand.

In the exampleci b. xm , there are 4 groups (serverQ through server3). These repitbses active
PVFES servers that will run on the cluster.

8.4 |Paddr

Thel Paddr resources, such aer ver 0_addr ess, are used to indicate what virtual IP address should
be used with each group. In this example, all IP addresses are allogated private range, but these should
be replaced with IP addresses that are appropriate for use on yorke See the network requirements
section for more details.



8.5 Filesystem

TheFi | esyst emresources, such aer ver 0_f s, are used to describe the shared storage block devices
that serve as back end storage for PVFS. This is where the PVFSestspage for each server will be
created. In this example, the device names are labeledlasl 0 throughl abel 3. They are each mounted

on directories such assan_nount 0 through/ san_nount 3. Please note that each device should be
mounted on a different mount point to allow multiggef s2- ser ver processes to operate on the same
node without collision. The file system type can be changed to reflect éhefwternative underlying file
systems.

8.6 PVFS

The PVFS2 resources, such aer ver 0_daenon, are used to describe eaphif s2- server process.
This resource is provided by the PVFS2 script in the examples directtwy.p&irameters to this resource
are listed below:

e fsconfi g: location of PVFS fs configuration file
e port: TCP/IP port that the server will listen on (must match server configuréite)n

e i p: IP address that the server will listen on (must match both the file systengomatfon file and
the IPAddr resource)

e pi dfi | e: Location where a pid file can be written
e al i as: alias to identify this PVFS daemon instance

Also notice that there is a monitor operation associated with the PVFS rescotincewill cause the
pvfs2-check-server utility to be triggered periodically to make sure that fhef s2- ser ver pro-
cess is not only running, but is correctly responding to PVFS protecplests. This allows problems such
as hungovf s2- ser ver processes to be treated as failure conditions.

Please note that the PVFS2 script provided in the examples will attempt to erstdeage space on
startup for each server if it is not already present.

8.7 rsclocation

Ther sc_l ocati on constraints, such aun_ser ver 0, are used to express a preference for where each
resource group should run (if possible). It may be useful for admatigér purposes to have the first server
group default to run on the first node of your cluster, for example. @iilse the placement will be left up

to Heartbeat.

8.8 rscorder

Ther sc_or der constraints, such aser ver 0_order start fs can be used to dictate the order in
which resources must be started or stopped. The resources adyairganized into groups, but without
ordering constraints, the resources within a group may be started in @ewyretative to each other. These
constraints are necessary becaupgefas2- ser ver process will not start properly until its IP address and
storage are available.



8.9 stonith

Theext ernal /i pm stonith device is used in this example. Please see the Heartbeat documentation f
instructions on configuring other types of devices.

There is one IPMI stonith device for each node. The attributes for teatirees specify which node is
being controlled, and the username, password, and IP addressedpmanding IPMI device.

9 Starting Heartbeat

Once the CIB file is completed and installed in the correct location, then thétidaaservices can be started
on every node. Ther mnmon command, when run with the arguments shown, will provide a periodically
updated view of the state of each resource configured within HeartbleatkCvar / | og/ messages if

any of the groups fail to start.

$ /etc/init.d/ heartbeat start
$ # wait a few mnutes for heartbeat services to start
$ crmnmon -r

10 Mounting the file system

Mounting PVFS with high availability is no different than mounting a normal PVESsfistem, except that
you must use the virtual hostname for the PVFS server rather than the phiogtname of the node:

$ nount -t pvfs2 tcp://virtual 1: 3334/ pvfs2-fs /mt/ pvfs2

11 What happens during failover
The following example illustrates the steps that occur when a node fails:

Node2 (which is running pvf s2- ser ver on the virtual2 IP address) suffers a failure

Client node begins timeout/retry cycle

Heartbeat services running on remaining nodes notice that node2responding

After a timeout has elapsed, remaining nodes reach a quorum and w@&attoode?2 as a failed node
Nodel sends a stonith command to reset node2

Node2 either reboots or remains powered off (depending on ndttaiuoe)

Once stonith command succeeds, node5 is selected to replace it

The virtual2 IP address, mount point, gsmf s2- ser ver service are started on nodeb5

© ©o N o o M 0 NP

Client node retry eventually succeeds, but now the network traffauigd to node5



12 Controlling Heartbeat

The Heartbeat software comes with a wide variety of tools for managingneess The following are a few
useful examples:

e ci badm n - Q Display the current CIB information

e crmnon -r - 1: Display the current resource status

cr mst andby: Used to manually take a node in an out of standby mode. This can be used # tak
node offline for maintenance without a true failure event.

cr mr esour ce: Modify resource information. For example;, mr esource -r server0 -p
target rol e -v stopped will stop a particular resource group.

crmveri fy: can be used to confirm if the CIB information is valid and consistent

13 Additional examples

Theexanpl es/ heart beat / har dwar e- speci fi ¢ directory contains additional example scripts that
may be helpful in some scenarios:

e pvfs2-stonith-plugin: An example stonith plugin that can use an arbitrary script to power off
nodes. May be used (for example) with #ygc* andbayt ech* scripts to control remote controlled
power strips if the scripts provided by Heartbeat are not sufficient.

e Fil esystem gl a- noni t or : A modified version of the standard FileSystem resource that uses
thegl a- noni t or. pl script to provide additional monitoring capability for QLogic fibre channel
cards.

e PVFS2-notify: An example of a dummy resource that could be added to the configuration to
perform additional logging or notification steps on startup.



